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ighly active anti-retroviral
therapy (HAART) sub-
stantially reduces the viral
load in most HIV-infected

patients. It is widely believed that this re-
sults from the drugs’ efficient blockade of de
novo infection of target cells. Accordingly,
most HIV that persists under HAART origi-
nates from a small number of long-lived in-
fected cells, especially a slowly decaying
pool of latently infected CD41 T cells that
are converted into short-lived HIV produc-
ers when activated1,2. This concept of the 
effect of HAART is based on several obser-
vations: (1) the ability of drugs to block viral
replication completely in vitro; (2) the rapid
decline in the viral load; and (3) the apparent failure of drug-resistant
mutants to occur and/or be selected in effectively treated patients.

However, the interpretation of these observations needs to be ex-
amined carefully. As we will discuss, it is likely that virus repli-
cation might continue under HAART, and that low viral loads are
actively sustained through de novo infection events3. Indeed, it has
been reported that unintegrated viral DNA persists in CD41 cells of
treated individuals, indicating ongoing viral replication4, as such
DNA is believed to be unstable and to be found only in recently in-
fected cells.

The extent to which virus propagation from infected to unin-
fected cells is blocked is of great practical significance. The answer
will be important in determining whether HAART could eradicate
HIV infection, and also for estimating how long treatment would
need to be sustained for this to occur. If the substantial fall in plasma
HIV RNA reflects only a transition to a lower but stable frequency
of infection cycles, then treatment would not be expected to lead to
eradication. Should persistence of HIV infection be maintained
through a long-lived reservoir of latently infected CD41 T cells,
elimination of this reservoir might be accomplished by use of im-
munological stimulation to activate these cells, thereby inducing 
activation-associated or virus-mediated cell death. However, for
this approach to succeed, one would have to be confident that the
inhibition of viral transmission is sufficiently effective that new cy-
cles of chronic or latent infection are not induced by such activation.
If they are, then externally imposed activation might enhance the
level of systemic infection. Furthermore, residual virus replication
and reinfection would be associated with a risk of development of

drug resistance. Importantly, if low levels of
ongoing replication take place during
HAART, it is possible that the inherent
longevity of latently infected CD41 T cells
has been overestimated because the drugs
used in recent studies might have failed to
block regeneration of this pool completely.
Therefore, treatment that blocks transmission
completely might result in viral eradication
more rapidly than is presently expected. 

Viral load kinetics
The concept of highly efficient blockade of
viral replication by effective drug treatment
has derived much of its credibility from

being incorporated into a simple model that successfully fits the ki-
netic data1. The main observation was a rapid fall in plasma HIV
RNA of up to two orders of magnitude in the first weeks after treat-
ment started (phase I), followed by a slower decrease in residual
viral RNA (phase II). The anti-retroviral drugs used in these studies
do not block virus particle production in previously infected cells;
rather, they act by inhibiting de novo infection of target cells. It was
concluded that the cells that produce most of the virus are short-
lived. Assuming that the drugs blocked de novo infection, it was fur-
ther postulated that the rate of the exponential fall in blood levels of
HIV RNA during phase I essentially reflected the half-life of these
cells. Similarly, the slower rate of decline in residual virus during
phase II was interpreted as reflecting longer half-lives of chronically
and latently infected cells2.

Although this interpretation is consistent with the short-term ki-
netic data, the depiction of the death process of infected cells in terms
of a ‘half-life’ is biologically implausible. It is equivalent to assuming
that an infected cell has a fixed probability of dying at any time after
being infected. More precisely, if a cell is alive at time t, the probabil-
ity p(t) of cell death in the interval (t, t 1 dt), where dt is a small time
increment, is given by the product kdt, where k is a constant inde-
pendent of t. This is similar to the decay of radioactive atoms. How-
ever, it is more in keeping with biological processes to assume that
infected lymphocytes undergo an aging-like process. That is, the
death of an HIV-producing cell follows productive infection after a
variable but restricted ‘time delay’. If this picture of cell death repre-
sents the fate of infected cells more accurately, then the simple expo-
nential kinetics that are seen require a different explanation. 
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Reinterpreting the exponential decline of HIV RNA
Such an explanation is provided by assuming that de novo infection
is not blocked completely but only reduced. An exponential decline
of viremia can be readily simulated. As an illustration, we used a
standard model of direct HIV transmission among susceptible
CD41 cells, with a delay-type kinetics of infected-cell death (Fig. 1;
Box 1). A variable delay can be modeled in different ways. Here it is
depicted as a multistep process in which each step is characterized
by a half-life. The total delay, from infection to death, is variable but
has a restricted range. If the average delay is one day, then almost
all of the short-lived HIV-producing cells might die within two to
three days of being infected.

The efficiency of the infection at the quasi-steady state is defined,
indirectly, by the requirement that each infected cell produces dur-
ing its lifetime enough virus to infect, on average, one other cell.
This in turn requires that the ‘basic reproduction ratio’ (BRR) of the
infection should be greater than 1. BRR is a measure of infectivity:
the number of cells that each HIV1 cell would infect when it is first
introduced into an uninfected host. Thus, BRR is a function of the
probability that a susceptible cell becomes infected, as well as the
number of susceptible cells. Before treatment, BRR .1 (the actual re-
production ratio, by definition, equals 1 at steady state). If drug
treatment lowers the BRR below the threshold of 1, decreasing num-
bers of cells are infected in each cycle so that the infection dies out.
Treatment need only cause a sufficient reduction in the number of
infectious virions produced per cell, or decrease the efficiency of re-
verse transcription in target cells, to give a BRR ,1.

As a typical example, we show that the phase I kinetics observed
by Perelson et al. in an individual treated with ritonavir (Ref. 1) can
be readily fitted to such a model (Fig. 2). The new, reduced BRR is
calculated by fitting the exponential portion of the experimental

slope, and the delay associated with infected-cell death is estimated
from the initial shoulder. Note that a reproduction ratio of 0.3 means
that each 100 infected cells can still infect 30 new cells in the next
round (instead of each 100 cells infecting 100 new cells at steady
state) – a significant residual capacity.

By contrast, if the slope represents the death rate of infected
cells1,2, then it cannot provide information about the degree of on-
going viral transmission during anti-retroviral therapy, which was
previously either neglected or considered an unspecified ‘correc-
tion’. In our model, the slope is determined almost entirely by the
degree to which the replication rate has been reduced by the drug.
The time to death after infection has relatively little effect on the
slope of HIV RNA decay; rather it accounts, at least in part, for the
‘shoulder’ of the kinetic curves. We emphasize that the ability to fit
kinetic data using a given model proves consistency but, in general,
does not validate the model. Clearly, interpretation of the data con-
sidered here must rely on plausible biological assumptions rather
than on a successful curve fitting per se.

Testable predictions
There is a way to distinguish experimentally between the different
models of cell death, in vitro at least. This would require efficient in-
fection of CD41 T cells in culture and the blockade of any further in-
fection by, for example, effective concentrations of inhibitory anti-
CD4 monoclonal antibodies or anti-retroviral drugs. The kinetics of
decline of viable infected cells in vitro would indicate whether in-
fected-cell death is better characterized by a half-life or by a delay.
Recent findings (Ref. 5; D.S. Dimitrov, unpublished) are consistent
with delay-type kinetics of infected-cell death. Once cells from a T-
cell line became infected and began to die, virtually all the cells died
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Fig. 1. A simple, conceptual model representing cycles of infection of activated, susceptible cells (S) with delay-type kinetics of infected-cell death. Sus-
ceptible cells appear at a fixed rate, a, and are removed (or become non-susceptible) at a rate bS. They are infected by ambient virus (V) at a rate cVS,
where c is an infection-rate coefficient. The delay between cell infection and death is represented as a simple multistep process (Box 1), in which the in-
fected cell progresses, with the same transition-rate coefficient, k, from one stage to the next, with cell death and virus release occurring at the last stage.
We have assumed that infected cells have a (variable) lag period and then become actively engaged in virus production and release, and in parallel be-
come highly susceptible to cell death. The rate coefficients of virus production and decay are p and q, respectively. The drug inhibits the production of in-
fectious virus, thereby reducing the infection-rate coefficient, c. 



within three days. Death rates as great as 1.5 days21 (t1/2 5 0.4 days)
would account for these data without invoking delays, but such
rates appear to be biologically untenable because maturation of the
productively infected state alone requires about one day. 

Our model predicts that increasingly potent anti-retroviral thera-
pies will yield an increasingly rapid decline of plasma viremia until a
maximum is reached. Indeed, original phase I rates of decline1, using
single anti-retroviral agents, were smaller than those seen when more
potent combination regimens were used2,6. There are now substantial
additional data indicating that use of four or more anti-retroviral
drugs leads to more-rapid rates of decline in plasma HIV RNA levels
(Ref. 7; M.A. Polis et al., unpublished). This is also consistent with
studies on patients treated with ritonavir8,9. The slope of the expo-

nential decline of plasma HIV RNA in these patients depended on the
dose of the drug. This implies that a drug concentration that did not
achieve maximum suppression of infection in a single cycle could still
greatly reduce viral burden, although at a slower exponential rate.
Significantly, an inverse correlation was found between the slope of
decline of plasma HIV RNA and the probability of a subsequent re-
bound in viremia during treatment9. Although the conventional ex-
planation of the rebound is the selection of drug-resistant mutants, an
alternative explanation10 is that a slower decline followed by rebound
reflects a reduction in the amount of infectious virus in treated pa-
tients that is insufficient to reduce the BRR below the threshold of 1.
Initially, the virus load declines rapidly as fewer virus particles are
produced than before. Readjustment of the numbers of target cells to
the fall in virus load may follow more slowly. Their numbers gradu-
ally increase and the virus load rises again to reach a new steady-state
level that is not substantially lower than before treatment. Steeper
rates of decline probably reflect a reduction of the BRR below 1, so
that no rebound occurs. However, there is no need to assume that in
those cases in which rebound does not occur blockade of the infection
is virtually complete. The two explanations of the kinetics of HIV-
rebound following ineffective treatment are not mutually exclusive.
In fact, continued replication of drug-sensitive virus in patients on
anti-retroviral therapy will probably predispose them to the devel-
opment of drug resistance.

A direct way of testing our hypothesis would involve infecting
macaques with simian immunodeficiency virus (SIV), treating them
with an effective drug combination and then injecting labeled 
autologous target cells that had been obtained before infection, 
and after storage were activated and expanded. Subsequent
enumeration of labeled infected cells, if any, and comparison with the
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Box 1. Model of the kinetics of plasma virus after
initiation of therapy 

A variable, or ‘distributed’, delay from productive cell infection
to cell death can be modeled by dividing the process into several
sequential stages, with a fixed coefficient for the (continuous)
transition between them. These stages may represent real steps
in the infection process or be regarded just as a mathematical
trick. When the mechanism by which HIV kills cells is defined,
it should permit a better description of the intermediate steps.
Another way of modeling a variable delay is to introduce a
distribution of delay times for example, Gaussian, around a
fixed average. If the sequential stages in the state of an infected
cell are denoted by Ij, where j 5 1,..., n, then the equations are: 

dI1/dt 5 2kI1

dIj/dt 5 k(Ij21 2 Ij), j .1

Fitting the data points in Fig. 2 gave n 5 5 and k 5 2.76
With the notation defined in the legend to Fig. 1, the model’s
equations are:

dS/dt 5 a 2 bS 2 cSV
dI1/dt 5 cSV 2 kI1

dIj/dt 5 k(Ij21 2 Ij), j 5 2,..., 5
dV/dt 5 pI5 2 qV

When a steady state exists, it is given by:

Se 5 qk/pc
Ve 5 (b/c)(R0 2 1), where R0 = apc/bqk is the basic reproduc-
tion ratio; 
Ije = (q/p)Ve

For the simulation, we chose b 5 1 days21, q 5 3 days21, and dif-
ferent values of R0. The exact value of q cannot be estimated from
the data, but we only need to assume that the lifespan of free
virus is short (,1 day). For patient 104 (Ref. 1), Ve 5 1.5 3 105. The
steady-state values of infected cells, Ije, were normalized to 1,
with no diminished generality. The post-treatment value of R, the
basic reproduction ratio, and k, the time constant that defines the
delay, were fitted from the data. When R0 at the pretreatment
steady state was 3, the post-treatment value was reduced to 0.29.
When R0 5 6, the post-treatment ratio R was estimated to be 0.28.
This testifies to the robustness of our fitting procedure.

Fig. 2. The model described in Fig. 1 is used to simulate phase I kinetics of
virus concentration decline after the initiation of effective drug treatment.
The data points are reproduced from Ref. 1 (patient 104). The delay is ap-
proximately one day (with a distribution generated by five sequential
steps), and the fitted basic reproduction ratio of the infection after treat-
ment is ~0.3 for various choices of other parameters that yielded equally
good fits. The blue line represents the decline in virus load that would have
been seen with the same delay-type kinetics of infected-cell death if de
novo infection was blocked completely (infection rate coefficient, c = 0). 
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number of labeled cells that became infected when returned to un-
treated SIV-infected macaques, would provide a measure of the
blocking efficiency of the drugs.

We have shown that reduced efficiency of HIV infection can
plausibly account for the observed kinetics. Once this is realized,
the possibility that continuing replication of HIV might be sus-
tained during HAART should be considered, taking into account
that there may be more than one mode of virus transmission.

The role of chronically and latently infected cells in
sustaining HIV infection
It has been argued previously3,11 that HIV might generally not sus-
tain itself in the body simply through continuous cycles of produc-
tive infection of CD41 T cells. In such infection cycles the transmit-
ted virus is typically produced at a distance by T cells that have
been recently infected. Activation of CD41 T cells, required for virus
replication in these cells, is believed to occur in local microenviron-
mental domains in the form of transient bursts12. Thus, the continu-
ity of productive infection cycles would depend on efficient long-
range transmission of HIV from one set of domains to the other.
This, in turn, would require the maintenance of sufficiently high
concentrations of ambient virus across lymphoid tissues at all
times. This mode, designated long-range transmission (LRT), may
be the dominant mode only when viral burdens are high.

By contrast, long-lived cellular sources of HIV provide the capac-
ity to infect newly activated cells at close range, despite the disconti-
nuity of activation events in time and space. These sources allow the
production of virus in the immediate environment in which acti-
vation occurs. Indeed, the continuity of productive infection is a sys-
temic observation, but need not exist at the local level. Thus, virus
replication might generally occur in multiple isolated episodes asso-
ciated with local immune activation events. The crucial steps during
such episodes are (1) virus transmission to newly activated CD41 T
cells from chronically infected cells (either the antigen-presenting
cells or bystanders), follicular dendritic cells (FDCs), or locally acti-
vated, latently infected cells; (2) local transmission of HIV among
co-activated CD41 T cells, resulting in self-limiting amplification of
virus production; and (3) infection of new cells that become chroni-
cally or latently infected, or the durable binding of HIV to new FDCs,
providing opportunities for subsequent cycles of infection.

This proximal activation and transmission (PAT) mode empha-
sizes the lack of spatial and temporal uniformity in virus concen-
tration throughout the tissues, and that T cells activated in the pres-
ence of a cellular source of HIV are far more likely to become
infected than activated cells simply exposed to cell-free HIV in ex-
tracellular fluid13. This would be particularly true when viral bur-
dens are low. An important role for PAT in sustaining the infection
is not only biologically plausible3, but also consistent with com-
partmentalization of HIV genotypes as revealed by in situ analy-
sis14,15. In particular, these studies indicate that activated T cells are
much more likely to be infected by cellular HIV stored locally at the
site of activation than by ambient, cell-free HIV.

Thus, chronically and latently infected cells do not themselves

contribute significantly to the virus load but might be instrumental in
sustaining the infection. Their role is to provide the sparks that can
repeatedly ignite the flames of local and transient bursts of infection.
Most of the virus arising in the PAT mode is a result of amplification:
once new CD41 T cells are locally activated and productively in-
fected, they can in turn infect other activated cells in their vicinity,
amplifying the initial events. These local bursts of infection do not
spread systemically, unlike the acute phase of the infection, because
of the early establishment of protective anergy3,11 and, possibly, of
cell-mediated immunity. Local bursts of infection restore or increase
the local levels of chronic and latent infection. The relative stability of
the process is probably due to the longevity of resting or activation-
resistant, provirus-containing cells16,17, and to a low frequency of new
infections that result in a chronic or latent infection state.

HIV replication under HAART: the flames have been
suppressed, but is the fire out?
Although the numbers of productively infected CD41 cells in patients
with high viral loads are reduced dramatically by HAART, it is poss-
ible that infection continues to be actively sustained by the PAT mode.
Anti-retroviral drugs might reduce the infection rate of activated
CD41 lymphocytes by cell-free virus below the self-maintenance
threshold, but might not reduce the efficiency of the local mode, in-
volving relatively persistent cellular sources of the virus and direct
cell-to-cell transmission, below this threshold. In particular, directed,
close-range infection during cell-to-cell interaction might be less in-
hibitable (meaning that fewer viruses produced by a cell may be suf-
ficient for the infection of another cell) than infection that depends on
the concentration of cell-free HIV in the extracellular space. PAT is
more effective because the spatial proximity to the viral source pro-
vides higher local concentrations of particles, and the time contin-
gency of activation and virus transmission might render the target
cells more susceptible and the virus more infective (cell-free HIV is
believed to lose infectivity rapidly). Indeed, a quantitative temporal
analysis of HIV infection in tissue cultures demonstrated that cell-to-
cell transmission was much more efficient, by about 100-fold, than in-
fection by cell-free virus13. In addition, anti-retroviral drugs might not
gain equal access to all compartments where HIV-infected cells reside.

The large reduction of viral loads under HAART might reflect a
transition from LRT to the PAT mode. Alternatively, if PAT was also
the relevant mode before the initiation of treatment, the reduction
might reflect a failure to amplify local cell-to-cell infection events effi-
ciently. In both cases, a collapse to a new, low-level steady state of
virus replication is expected to manifest essentially exponential kinet-
ics at first, as in Fig. 2. A given number of virus-producing cells will
cause infection of a smaller number of susceptible cells, either sys-
temically or in several local environments, leading to the production
of less and less virus. The rate of decline slows down as the new
steady state is approached, since ongoing cycles of infection become
increasingly difficult to block: this is because virus transmission in-
creasingly depends on genuine PAT events and less on amplification,
and because fitter viruses and more-susceptible targets, in terms of
proximity or state of activation, are progressively selected.



Thus, it is possible that a low level of infection is actively sustained
in some or all treated patients with undetectable plasma HIV RNA.
Indeed, with the development of more-sensitive assays, the propor-
tion of treated patients that are classified as having ‘no detectable
viremia’ is smaller than was the case with less-sensitive assays18. We
contend that virus production in such individuals might not be at-
tributable solely to activation of, and virus production by, cells that
had been latently infected before treatment, or to residual active in-
fection in isolated sites that are inaccessible to the drugs. Rather, virus
might also be produced by recurrent rounds of productive infection,
collectively replenishing a small but stable pool of chronically and la-
tently infected cells that can continue this cycle. Even if HIV repli-
cation is very low in treated individuals, the infrastructure of chroni-
cally and latently infected cells might still be partly or largely intact.
This might explain why, after cessation of treatment, HIV usually re-
bounds to pretreatment levels. Indeed, sustained, low-level infection,
with a reduction in systemic activation, could be associated with a
risk of rebound to a level even higher than the initial baseline, at least
transiently. This is because potential target cells might have ‘tuned
down’ their activation thresholds, and thus escaped from a state of
partial anergy, in which they were relatively resistant to infection19.

By contrast, virus eradication can be approached if activation of
latently infected cells does not often lead to infection of new cells, so
that the frequency of infection cycles progressively diminishes. In
some individuals, and with some modes of therapy, the efficiency of
local activation and infection may have been reduced below the in-
fection-maintenance threshold so that the number of infected cells
might in fact be decreasing progressively.

If replication continues under effective treatment, why do resist-
ant mutants rarely evolve? Resistance to multiple drugs requires
multiple mutation steps and the mutation frequency is a function of
the rate of virus replication20,21, but the rate of replication in treated
individuals is much lower than that before treatment. Under these
conditions the probability of resistant mutants appearing is very
low22. We would predict, however, that infrequent emergence of re-
sistant mutants will occur in a population of such individuals. 

Conclusion
HAART can be extremely effective in reducing HIV burden but this
does not imply that it does so by actually stopping viral transmission.
We argue that data showing decay of the virus in treated individuals
are more consistent with variable degrees of inhibition and with in-
fected cells dying after a time-delay rather than decaying exponentially.
This interpretation allows us to estimate the residual transmission of
HIV that still occurs in the presence of drugs that effectively reduce the
viral load: we find such residual transmission to be far from negligible.
Furthermore, we propose that HAART is more effective in blocking
long-range transmission of HIV than in inhibiting proximal activation
and transmission, and also that long-lived infected cells are responsible
for ongoing cycles of infection in treated individuals. If this is true, then
viral eradication might not be achieved by this therapeutic strategy
alone. If all infected cells are to be eliminated, more effective drug 
therapy capable of interrupting proximal activation and transmission

might be required. Alternatively, other interventions might be necess-
ary, such as controlled activation of residual infected cells and/or the
induction of effective anti-HIV immunity under the ‘cover’ of the re-
duction in viral replication induced by HAART.
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